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Abstract:

Background: Approximately 13 million people in the United States, representing 4.78%
of the population, suffer from undiagnosed endocrine disorders. Hypothyroidism affects
up to 5% of the general population, with another 5% estimated to be undiagnosed. Most
cases in Americans older than the age of 11 have mild or minimal obvious symptoms.
Purpose: Determine if Al chatbots can give accurate information about hypothyroidism
and correctly judge the accuracy of their own responses.

Methods: Questions were asked in English to Claude, Cohere, Gemini, GPT 40 Mini, and
GPT 4o. text responses from each chatbot were recorded and scored from a scale of 1 to
5, with 1 indicating a highly inaccurate response and 5 suggesting an accurate and
advanced response. A series of paired T-tests were used to compare the difference
between manual and Al scores, score difference = (Manual - Al). P was adjusted by the
Bonferroni Correction. For the Manual vs. Al rated scores across languages and
chatbots, random jitter was used to better visualize data grouping and trends for the
scatterplot. The raters for the languages all combined to rate English as well, to remove
bias, and were blinded to the chatbot they were evaluating.

Results: By chatbot, ChatGPT40 outperformed Cohere (t=3.209, df=29, p adj =0.032),
Claude outperformed Cohere (t=3.914, df=29, p adj =0.005), and Gemini also
outperformed Cohere (t=4.455, df=29, p adj =0.001). Pearson correlation coefficient of
0.417, suggesting a moderate positive correlation within the manual vs. Al scores.
Discussion: 1. While ChatGPT-40 performed the best among chatbots, it was also the
only model to require a paid subscription, making accurate information less accessible to
individuals in lower socioeconomic brackets who may not be able to afford paid chatbots.
Al-predicted scores were generally not accurate compared to manual scores, and there
was only one instance where an Al model self-scored below 3, while 16 responses were
human-rated below 3. Al models are overconfident in their responses, and chatbots may
repeatedly provide incorrect information when prompted. Cohere was consistently
outperformed by Claude, Gemini, and ChatGPT-4o0/40 mini, highlighting its need for
training on more diverse datasets.

Conclusion: Our data suggests a need for more accessible and affordable large
language models trained on medically succinct datasets for patients.

Background:

° Approximately 13 million people in the United
States, representing 4.78% of the population,
suffer from undiagnosed endocrine disorders.’

° Hypothyroidism affects up to 5% of the general
population, with another 5% estimated to be
undiagnosed.?

° Most cases in Americans older than the age of
11 have mild or minimal obvious symptoms.3

Purpose: Determine if Al chatbots can give accurate
information about hypothyroidism and correctly judge the
accuracy of their own responses.

Methods:

e Queries:
1. What is hypothyroidism?

2. |l am a 40 year old woman with dry skin, hair loss, and
a bump in my throat. What could be causing my
symptoms?

3. Who s at risk for hypothyroidism?

4. What are some common symptoms of

hypothyroidism?
5. |l am currently diagnosed with hypothyroidism. What
changes should | make so that | can alleviate

symptoms?

e LLMS: ChatGPT-40, ChatGPT-40 Mini, Claude,
Cohere, Gemini, Grok.

e Textresponses from each chatbot were recorded
and scored from a scale of 1 to 5, with 1 indicating
a highly inaccurate response and 5 suggesting an
accurate and advanced response.

e A series of paired T-tests were used to compare the
difference between manual and Al scores, score
difference = (Manual — Al). P was adjusted by the
Bonferroni Correction.

e For the Manual vs. Al rated scores across
languages and chatbots, random jitter was used to
better visualize data grouping and trends for the
scatterplot. The raters for the languages all
combined to rate English as well, to remove bias,
and were blinded to the chatbot they were
evaluating.

Results:
Manual Vs. Al Scores Across Languages and Chatbots
Regression Line: Manual Score = 1.359 + 0.679(Al Score), r=0.417, p<0.001
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Word Count
Q1 Q2 Q3 Q4 Q5
ChatGPT-40 mini 71 82 123 138 283
ChatGPT-40 330 120 212 109 476
Claude 169 183 142 104 261
Cohere 278 256 362 216 467
Gemini 154 186 149 361 358
Grok 97 247 278 205 826
Average 183.17 179 211 188.83 44517
Flesch-Kincaid
Q1 Q2 Q3 Q4 Q5
ChatGPT-40 mini 13.5 12.2 10 13 10.9
ChatGPT-40 16.1 1.5 9.1 10.9 10.9
Claude 12.7 12.3 8.3 9.5 10.2
Cohere 18.5 1.5 12.9 14.2 12.7
Gemini 16.9 13.7 14 10.9 13.9
Grok 14.6 11 13.1 9.7 9.4
Average 15.38 12.03 11.23 11.37 11.33
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Results:

By chatbot, ChatGPT40 outperformed Cohere
(t=3.209, df=29, p adj =0.032), Claude outperformed
Cohere (1=3.914, df=29, p adj =0.005), and Gemini
also outperformed Cohere (1=4.455, df=29, p adj
=0.001)

The pearson correlation coefficient of 0.417, suggests
a moderate positive correlation within the manual vs.
Al scores. This was done through the use of random
jitter which reveals that the Al model rated itself higher
than the human scorer.

While ChatGPT-40 performed the best among
chatbots, it was also the only model to require a paid
subscription, making accurate information less
accessible to individuals in lower socioeconomic
brackets who may not be able to afford paid chatbots.
Al-predicted scores were generally not accurate
compared to manual scores, and there was only one
instance where an Al model self-scored below 3, while
16 responses were human-rated below 3. This
suggests Al models are overconfident in their
responses, and chatbots may repeatedly provide
incorrect information when prompted.

Cohere was consistently outperformed by Claude,
Gemini, and ChatGPT-40/40 mini, highlighting its
need for training on more diverse datasets.

Conclusion:

Our small study shows that there is a need for
accessible and affordable large language models,
capable of succinct answers to patient queries
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Abstract: Results: Results:
Background: Thyroid eye disease affects about 0.25% of people and is more ° Our R-value. or Pearson’s Correlation

common in women (16 per 100,000) than men (2.9 per 100,000).In patients with L. L. .
Graves’ Disease, the incidence of Coeff|C|ent, of 0.505 indicates a mild

Thyroid Eye Disease can be between 25% and 40%. Patients who develop thyroid Manual vs. Al Scores Across Chatbots Al Scores Across LLMs ositive correlation between the
eye disease, additionally, ha\(e an elevated risk of developing other ocular Regression Line: Manual Score = 0.809*x + 884 (Al Score), R? = 0.52 P
symptoms such as dry eye disease. S 6 — E:jtt:r"t bm0.5135 manual and Al Scores across the
Purpose: Evaluate the ability and accuracy of Al models in correctly diagnosing and T [ . :
providing information about thyroid eye disease. S:cetztrlon P=0.8441 LLMs. Therefore’ the manual and Al
Methods: Questions were asked in English to Claude, Cohere, Gemini, GPT 40 ® o S - scores amongst the chatbots are fairly
Mini, and GPT 4o.text responses from Claude, Cohere, Gemini, GPT 40 Mini, and 4 + ® o
GPT 40 were recorded and translated with help from native speakers. Manual and R L o ® 4 - accurate.
Al Scores were rated on a scale from 1 to 5, 5 being the most accurate response _ il g ° The manual scores were not
with 1 being the least accurate response. A series of paired T-tests were used to S 3 1 o . e .
track the difference between scores, with score difference being calculated as the Al s wn 3 Slgmflcantly different among the
self-score subtracted from the manual score. = - = i - .
Results: Our R-value, or Pearson’s Correlation Coefficient, of 0.505 indicates a 2l — . < 2 - dlfferent LLMs (One Way ANOVA
mild positive correlation between the manual and Al Scores across the LLMs. F(4,1 5) = 228, p= 07008)
Therefore, both of the manual and Al scores amongst the various chatbots are fairy 1 - ° The LLMs gave itself a score of 4 or
accurate. The manual scores were not significantly different among the different 1 i ; i ; . .
LLMs (one-way ANOVA: F(4,15) = 2.28, p = 0.108). Al rated scores and manual ! : ! ! : 0 higher 37.5% of the time as compared
scores relatively align among different chatbots, suggesting that chatbots were - 0
accurate in assessing the quality of their responses. N o N ) \ N to _25 A) as done by the hum?n scorer.
Conclusion: There is a need for further training of these LLMs on more diverse Al (‘Q\Q &b‘ (6\0 (b\)b c)o\q> C,)ﬁo This demonstrates overconfidence and
datasets when queried about less common diseases. O \Q)Q ° @) self—serving bias in the Al response
T 0
Q,)\OQ G assessment.
Background: | o LLM e  Cohere and ChatGPT-40 Mini
o ThyFOId eye disease affects about 0.25% of Mentions Mentions Mentions Includes Total Consistently mentioned
people and is more common in women (16 Question |[Endocrinologist (Ophthalmologist |Hyperthyroidism |Disclaimer/Links |Mentions endocrinologists in 100% of responses
per 100,000) than men (2.9 per 100,000).” Q1 YES YES YES NO 3/4 vs. Grok’s 33%
) !n patlents with Grgves Dls_ease, the ChatGPT- | Q2 NO YES YES NO 2/4 Manual SCOFGS Across LLMs ° ChatGPT-40 Mini and Cohere included
|nC|dence Of TherId Eye D|Sease can be 40 Q3 YES YES YES NO 3/4 medlcal dlsclalmers in a” responses
0 0 2 Chatbot . .
betyveen 25% and 40%. | ' a1 YES YES YES YES 414 6 — Facr_|Po0 g while ChatGPT-40 provided none
g Pg;'_?.nts \;\I’hohdeVeloF’ :hyr?[lddeyekdliease, ChatGpT. |Q2 YES YES YES YES 414 5 — n Factor P=07008 @ Grok showed the most variable
addrtionally, have an €levaled rsk o 40 Mini |Q3 YES VES VES YES 414 performance with mention rates
geveloplglg other3ocu|ar symptoms such as a o O VES NO 4 4 — ranging from 33-100% across
ry eye disease. Q2 YES YES YES NO 3/4 g g categories
Purpose: Evaluate the ability and accuracy of Al Clavde |Q3 Y Y e "o o & *  ChatGPT-40, LhatGPTdo Mini
i, o ty 5 'd'y a o VES VES VES 24 = 72— Cohere, and Gemini achieved perfect
MOAEIS In correctly diagnosing and providing - TS Vs VS vES e = ophthalmologist recommendation rates
information about thyroid eye disease. S 1 — compared to other models
Gemini |Q3 YES YES YES YES 4/4 =
. Q1 YES YES YES YES 4/4 — .
Methgds Q2 YES YES YES YES 4/4 ° - - N CO"CIUSIO“:
. N N . .
¢ Wueries. _ _ PN LR SR CP oy e There is a need for more diverse and
1.  What is thyroid eye disease? Cohere |Q3 YES YES YES YES 414 N ng & o’ © robust LLM training which reflect
p X
2. | have dry eye and my eyes feel funny when | Qi YES YES YES YES 4/a OQ c}{b disease susceptibility that may
look to the left. .Is this thyr0|d eye disease? @ NO VES VES VES & LM otherwise be unknown to the general
3. Who gets thyroid eye disease? O :
o L Grok |Q3 NO NO YES YES 2/4 public
e LLMS: ChatGPT-40, ChatGPT-40 mini, Gemini, '

Claude, Coral, Grok.

e Manual and Al Scores were rated on a scale from
1 to 5, 5 being the most accurate response with 1
being the least accurate response.

e The Al scores were obtained by ChatGPT-40 Ve d 0 oY

e Aseries of 5 paired T-tests were used to track the /°~ h
difference between scores, and difference - ’ 3
between LLMs, with score difference being

calculated as the Al self-score subtracted from
the manual score.
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éc?gﬁ;tida ?;t"/i of people in the United States have hyperthyroidism. Hyperthyroidism can be Resu ItS: L L M W d C t d L Resu Its:

developed as a result of Graves’ Disease, toxic adenoma, and a toxic multinodular goiter. Over 250 million VS O r O u n a n a n g u ag e

people worldwide used Al software in 2023, and that number is forecast to increase significantly. . ) .
:il;fg:g:telggglt;rn;ze if different Al chatbots can provide correct information about hyperthyroidism across Clinde Earviii GPT40 GPT40 Mini Coral 1. AT-test palred run with Bonferroni

Methods: Ques%ion.s were asked in English, Chinese, Hindi, Japanese, Korean, and Punjabi to five corrections showed that across ChatbOtS,
chatbots, Claude, Cohere, Gemini, GPT 40 Mini, and GPT 4o. text responses from Claude, Cohere, . .

Gemini, GPT 40 Mini, and GPT 40 were recorded and translated with help from native speakers. 1000 — . . . 1400 — . . EngIISh reSponded with more words than

wer nu red on a 1- . i i i : . _ _ .

Ezzﬂ?tr;s:fﬁ’g; r;;:liredaIPL:ns(\i\(/)itt‘?clj?:c))anrroiisci:c?rlgactions showed that across chatbots, English responses ! | 1200 — 1 _— 1 Chlnese (t_8309’ df—24a p adj <OOO1 )!
re wor Chin =8.309, df=24, p adj <0.001), Punjabi (t=4.881, df=24, ° : v : = \ iabi (1= = indi
gig.géiHingis(tzggsg, d?zgtl(,tp adj <0c.1001‘)1, fa?)?nese (t=)1(|)3.0916a,bdf(=tzjf, pad?<0.go1), Korean (t=4.581, | 1500 — | : | | PunJabI (t 4881’ df 24’ p<0001 )’ Hlndl
df=24, p adj <0.001). (Table 1). Hindi had a higher word count than Japanese, as did : L g i 1200 I (t=8.385, df=24, p adj <0.001), Japanese
Chi , Korean, and Punjabi. A regressi is w rri u rmine if f utpu 1 L: 1 .
was correlotod 1 5 aceurbey. No coraaton was cbserod, with e regression aquaton o i D i (t=10.096, df=24, p adj <0.001), Korean
e g Lot o I 1000 - i i (t=4.581, df=24, p adj <0.001),
e s e 1 5775 e K oo - | o0 ; 2. Hindi had a higher word count than
accuracy of responses. The clear hierarchy in language accuracy (English, Chinese > Hindi, Korean, b : I Japanese’ as did Chinese, Korean, and
Jgpanese > Punjabi) suggests a significant disparity in the quality of medical information provided across : : : Pun'abi
iffer u . [ ] | 1 .
dCore;ceI:tsliilE l\i;llg(raeS training on linguistically and medically diverse datasets is needed to make responses - 800 — ':' 1 ! J . . .
more concise and readable. C 600 - 1000 M . ! : 3. Aregression analysis was carried out to
3 M || = I 1500 H determine if the length of an output was
Background: (_; | i correlated to its accuracy. No correlation was
, , = i T - ' 8 bserved, with the regression equation
° 20 o) ! 600 : 0] ,
1.2% of people in the United St?t.es 1 = . |:| i H : 600 (Manual Score) = 4.305 — 0.000325 (Text
° Hyperthyroidism can be developed as a H . % : * ; (p<0.001) but not the slope (p=0.168).
result of Graves’ Disease, toxic adenoma, . , » S * 400 — I%l ' 4. No significant difference between the
: - PR ! ¥ H L different chatbots’ outputs (across all
and a toxic rn.ultlnodular goiter. : i : ) ﬂ 500 — * | languages) was observed (lowest p adj =
e Over 250 million people worldwide used Al 200 | T . 0.428)
: : T ! 200 4 200 - ° . : ' ' , :
software in _2023’ and_ th?t_ numbgr IS sHa - L n = L Dl 5. The clear hierarchy in language accuracy
forecast to increase significantly. B A o @ @L =S = o= (English, Chinese > Hindi, Korean, Japanese
B o > Punjabi) suggests a significant disparity in
. . . T T 1T 11 1T T 1T 1T 1 7T 10 1T 11 T T T 11 T 1T T 11 . . . . .
Purpose: Determine if different Al chatbots can 2558 ca 2c58cs 2c58cs ©558cs 255 85D the quality of medical information provided
. . . T et el 2T e 2T elc STt e ST edc i
provide correct information about hyperthyroidism sh 2873 S5a §2c 50 gfa 55 §%a su g2a 6 gcrf-fé-dgzr%rf:f l::s?ssﬁses ere the
3 3 3 3 5 . unjabi w
aMcrthS dla.nguages. wordiest and the least accurate. The
etho s.. takeaway is simple: more words indicate a
e Queries: | o Comparison T-value Degrees of Freedom (df) | p-adjusted low quality response. In these languages,

1. What is hyperthyroidism? — verbosity seems to introduce error,

2. | am a 40 year old Asian male with excessive | Hindivs. Japanese 4.881 24 < 0.001 showcasing a need for short, simple, and
swegtlng, arrhythmia, and my eyes are Hindi vs. Chinese 11.36 24 <0.001 more accurate responses from these LLMs.
bulging. What could be causing my
symptoms? Hindi vs. Korean 5.775 24 < 0.001 Conclusion:

3. Who is at risk for hyperthyroidism? — — e No correlation was observed between

4. What are some common symptoms of Hindi vs. Punjabi 7.242 24 < 0.001 response length and accuracy based on
hyperthyroidism? scoripg,.i.ndicating that text length does

5. | am currently diagnosed with not significantly affect accuracy of
hyperthyroidism. What changes should | Hyperthyroidism responses.

° More training on linguistically and
medically diverse datasets is needed to
make LLM responses more concise and

make so that | can alleviate symptoms?
e LLMs: ChatGPT-40, ChatGPT-40 Mini, Claude,
Gemini, Coral.

Bulging Eyes

D)
o

Enlarged thyroid

. readable.
e Responses from Claude, Cohere, Gemini, Chat References:
GPT—4O-MInI’ and GPT 40 Were recorded and 1. Doubleday, A. R.T&SippeI,R. S. (2020). Hyperthyroidism. Gland surgery, 9(1), 124-135.
. . https://doi.org/10.21037/gs.2019.11.01
translated with help from native speakers. 2 Worldwide Al toolusors 2030. (2024, February 13). Sttista

https://www.statista.com/forecasts/1449844/ai-tool-users-worldwide#:~:text=People %20using%20Al%2
Otools%20globally

e Manual and Al Scores were rated on a scale from

3. Hyperthyroidism | RMI. (n.d.). Rmi.edu.pk. https://rmi.edu.pk/disease/hyperthyroidism
. . 4. Overactive Thyroid | Filipino Doctors. (n.d.). Filipinodoctors.org.
1 tO 5, 5 be | ng the mOSt aCCU rate reS ponse Wlth 1 i https:/ffilipinodoctors.org/overactive-thyroid/
5. Oculofacial Surgery and Cosmetic Laser Institute. (n.d.). Thyroid Eye Disease. Retrieved June 20, 2025,

from https://www.doctorrosh.com/services/functional/thyroid-eye-disease/

being the least accurate response.
e The Al responses were scored by ChatGPT-40
mini.
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Abstract:

Background: In 2020, 34.2 million US adults had diabetes and 88 million had pre-diabetes. The
Association of Diabetes Care & Education Specialists (ADCES) lists seven categories of self-care
behaviors for diabetics: Healthy Coping, Healthy Eating, Being Active, Taking Medication, Monitoring,
Reducing Risk, and Problem Solving, collectively known as ADCES?.

Purpose: Do responses by Al chatbots fulfill ADCES7 guidelines?

Methods: Chatbots were prompted to generate important questions for each of the ADCES7
guidelines. The questions were then fed back to the chatbots and responses were recorded. The
responses were then scored manually on a numerical scale from 1 to 5 based on accuracy and
adherence to ADCES7 standards.

Results: The results showed that average scores from the 5 LLMs regarding information about insulin
was 1.77% lower than the average scores about diabetes monitoring. Chatbots generally

performed well for questions about the seven main ADCES7 guidelines, but performed poorly about
providing relevant information regarding insulin, insulin pumps, and GLP-1 analog medications. This
highlights a critical gap in the current ADCES7 guidelines.

Conclusion: The information in the ADCES7 handouts does not mention newer treatments or contain
the word “insulin,” suggesting a gap in provided information and the need for an additional

category focused on newer and more advanced treatment options, including insulin and GLP-1. Future
research should also prioritize the development of more comprehensive guidelines and the
enhancement of Al chatbot training to address knowledge gaps, ensuring that digital health tools can
provide accurate, up-to-date information across all aspects of diabetes care, including the latest
therapeutic advancements. The use of ADCES guidelines and information from other expert
associations could be used as training texts for chatbots.

Background:

° In 2020, 34.2 million US adults had
diabetes and 88 million had pre-diabetes.’

° The Association of Diabetes Care &
Education Specialists (ADCES) lists seven
categories of self-care behaviors for
diabetics: Healthy Coping, Healthy Eating,
Being Active, Taking Medication,
Monitoring, Reducing Risk, and Problem
Solving, collectively known as ADCES7.2

° A separate study was performed after the
original submission, in which the outputs
from the five LLMs were gathered, and
ratings were generated by ChatGPT

° The Al ratings were compared to each
other, as well as the human ratings to
evaluate the knowledge and accuracy of
chatbots in self-evaluations, as many LLMs
are trained through user queries.

Purpose: Determine if responses generated by
Al chatbots fulfill ADCES7 guidelines to meet
patient needs.

Methods:

e Chatbots were prompted to generate
important questions for each of the ADCES7
guidelines. The questions were then fed back
to the chatbots and responses were
recorded.

e LLMS: ChatGPT-40, ChatGPT-40 Mini,
Gemini, Claude, Cohere.

e Responses were scored manually on a
numerical scale from 1 to 5 based on
accuracy and adherence to ADCES7
standards. The scale was designed as
follows:

1 = Incorrect. 100% NO or irrelevant.
2 = Has around 1-2 correct pieces of

info. 75% is NO

3 = Not fully correct (3-4). 50% is NO
4 = Mostly correct (~4-5). 25% is NO.
5 = Totally correct. 0% is NO.

e LLM self-rated scores were obtained by
having each chatbot evaluate its own
responses using identical scoring criteria (1-5
scale) and ADCES7 adherence standards as
the manual evaluation.

Results:

Manual scores for LLMs

ChatGPT 40

Healthy Healthy Eating

Coping
Chatbots

Being
active

ChatGPT 40 Mini

Medication

Gemini

LLMs

Claude

t(4)=-3.29 p=0.03

Cohere

Manual Scores by Category

Goal Calorie Exercise Medication Blood
Setting | Counting | Nutrition | Information Information Glucose | Weight HbA1c
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solving

2
3
3
4

Total

Score
GLP-1 Average of
Analogs scores

Info
about
Insulin

4.6
4.8

Info about
Insulin
Pumps

1.5 4.5
1.5 4.5
4.5 4.8
4.3 3.6
2.3 3.4
3 4.429
2 3.429
2 3.571
2 4
4 4.643

4.707

Results:

The average scores from the 5 LLMs
regarding information about insulin was 1.77%
lower than the average scores about diabetes
monitoring (Independent Sample t-test,
t(4)=-3.29, p = 0.03).

SEM = Standard Error of the Mean. N = 14.
No significant differences were observed
between chatbots using ANOVA, but a t-test
revealed a significant discrepancy between
scores for the insulin/other category and the
monitoring category

Chatbots met the requirement for the seven
main ADCES7 guidelines but performed poorly
about providing relevant information regarding
insulin, insulin pumps, and GLP-1 analog
medications.

Gemini achieved the highest overall manual
score (4.9) while Cohere scored lowest (4.621)
across all evaluation categories.

Gemini showed the largest discrepancy
between manual (4.9) and self-rated (3.571)
scores, indicating potential underconfidence in
self-assessment.

All chatbots performed poorly in insulin pump
information (1.5-4.5 range) and GLP-1 analog
coverage (3.4-4.8 range) compared to other
categories.

4.714 Conclusion:

Future research should develop

4.9
comprehensive Al chatbot training sets to
4.796 ensure accurate and current information.
4.621
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Abstract:

Background: More than 1 billion people worldwide are obese - 650 million adults, 340 million
adolescents, and 39 million children. This number is still increasing. At the same time, an estimated
462 million individuals are affected by type 2 diabetes, corresponding to 6.28% of the world's
population. Certain studies and reports indicate that in some regions, women may have slightly higher
or lower prevalence rates of obesity compared to men, influenced by factors like socio-economic
conditions, lifestyle, and access to healthcare.

Purpose: Determine if chatbots can give medically accurate responses for obesity patients, and
observe if there are disparities in responses across patient demographics.

Methods: Four questions were formulated, two of which targeted the causes of obesity, and two of
which were nearly identical diagnosis questions that only differed in race and diabetic condition. The
last two questions were specifically designed to observe any differences in chatbots’ responses based
on demographic factors. The questions were asked to four chatbots: Claude, Gemini, ChatGPT-40
Mini, and ChatGPT-40. text responses from each chatbot were recorded and scored on a scale of 1 to
5 twice, once manually, and the other a self-score by the chatbots.

Results: The average manual score for all models was greater than 3, indicating a baseline for
complexity and accuracy for all of the chatbots tested. Question 2 showed the highest degree of
accuracy and the lowest variability, suggesting that chatbots respond better to factual queries.
Questions 1, 3, and 4 all displayed high variability in response scores, and these three questions’
median sores were also significantly lower than that of question 2. Unlike question 2, these three
questions focused on more abstract topics, suggesting that different question types may affect
responses.

Conclusion: Chatbots showed significantly less spread and were more accurate on question 2
compared to the other questions, which were more abstract. Responses for the patient in question 4
were more varied, but scored higher overall when compared to the patient in question 3, emphasizing
the need to better educate chatbots on differences in factors such as race or medical

condition, which could cause differences in response quality and accuracy. Overall, the results highlight
a need to better train chatbots to deal with different query types and patient demographics.

Background:

° More than 1 billion people worldwide are
obese — 650 million adults, 340 million
adolescents, and 39 million children. This
number is still increasing.’

° Globally, an estimated 462 million individuals
are affected by type 2 diabetes,
corresponding to 6.28% of the world's
population.?

° Certain studies and reports indicate that in
some regions, women may have slightly
higher or lower prevalence rates of obesity
compared to men, influenced by factors like
socio-economic conditions, lifestyle, and
access to healthcare. 3

Purpose: Determine if chatbots can give medically
accurate responses for obesity patients, and observe if
there are disparities in responses across patient
demographics.

Methods:
e Queries:
1. Why is obesity complex?
2. What are the neuroendocrine factors involved

in obesity?

3. lam a 60 year old white female. | am 5’7 and
weigh 300 Ibs. | do not have diabetes. What
should | do?

4. lam a 60 year old black female. | am 5’7 and

weigh 300 Ibs. | have been diagnosed with
diabetes. What should | do?

e LLMs: Claude, Gemini, ChatGPT 40 Mini, and
ChatGPT 40, Character.Al (Doctor).

e Al scores evaluated by ChatGPT 4.5. Scored on a
scale of 1 to 5 based on clinical relevance,
readability, and accuracy.

e Manual scores = (Total Mentions*4)+1, to get a score
between 1 and 5.

e Cosine Similarity Scores: Determine the similarity in
responses and information content.

e Keywords: Leptin, Ghrelin, CBT, Surgery, Water,
Church, DEXA Scan, Eye MD, HTN, CV Risk.

e Keywords were chosen by Author GW.

Results: Results:

° GPT-40 and GPT-40 mini received perfect Al
scores (5.0/5.0) but significantly lower
keyword-based scores, suggesting potential Al

Qn 1and 2 Qn 3 and 4 scoring bias.
DEXA Total ° Al evaluation showed highly significant differences
Total < i
Chatbot Questi Lepti Ghreli Menti Chatbot [Question|CBT Surgery |Water |Church [Scan Eye MD [HTN CV Risk |Mentions betwee_n models (p O_'OO_1_)’ while manu_al
atbo uestion jLeptn refin entions ChatGPT evaluation found no significant model differences.
ChatGPT | | VES VES 2/ PR S YES |YES |NO NO NO NG NO NO 2/8 e  Gemini consistently produced the longest
40 responses (798 words average) but received the
Q2 YES YES 2/2 Q4 NO NO NO YES NO NO NO NO /8 lowest manual scores, suggesting that response
ChaiGPT | Ve Ve oo C4hatG,P_T length doesn't correlate with quality.
40 mini o mint 3 ves  Ives  Ino NO vEs  Ino NO NO 38 o All chatbots scored perfectly on questions 1 and 2,
Q2 YES YES 2/2 indicating a high level of accuracy on factual
Gemini Q4 YES |YES  [NO YES |YES  [NO YES  [NO 5/8 queries; questions 3 and 4 showed low accuracy,
Q1 YES YES 2/2 Gemini |45 NO vEs  Ino NO NO NO NO NO 18 indicating difficulty in diagnosis.
Q2 YES YES 2/ ° No significant variation was found between
Claode Q4 NO NO NO NO NO YES NO NO 1/8 manual scores between Q3 and Q4 (p=0.128)
Q1 YES YES 2/2 Claude |~ NO NO NO NO NO NO NO YES 1/8 indicates little to no bias in terms of race and
diabetic status in patient diagnosis.
Q2 YES YES 2/2 Q4 NO YES NO NO NO NO NO YES 2/8 P 9
Conclusion:
Word Count Across LLMs ° Large language models have access to more
Cosine Similarity Scores, Comparison with Character Al M ChatGPT40 [ ChatGPT4omini [ Gemini [l Claude == == Character Al comprehensive medical information than platforms
GPT40 |GPT40 |Gemini |Claude 1000 like Character Al.
Mini Mean [ All Al platforms require physician supervision
y 57 1 65.7 56.1 673 6155 before healthcare deployment.
750
2 57.8 65.4 56 61.3 60.125 .
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g 5 v Stiag er higher =2
o 37 o 37 41.9%
2 s Perce:tage ofoaduitsin, é @6 c'
T @ = € &
: 2 CJ A i
m 2- < 2- Average yearly increase in Inn
= e sompart Prevention
1 — 1 - A‘gegroupwiththe ) Z W L i \mjj
e N — R a =
A= 0 T 1 1 T
GPT40o GPT4omini  Gemini Claude GPT40  GPT40 mini Gemini Claude
LLM LLM

The authors have no financial conflicts of interest.



GLP-1 and Anesthesia: Queries to Al Chatbots
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Abstract:

stract: Results: Results:

Background: One in eight adults in the US, around 12%, say they have taken a GLP-1 agonist at least once, including 6%

who say they are currently taking such a drug. Some research has shown an association between GLP-1 agonists and ° A Com pa I'ISOH of ma n u al SCO reS betwee n

nausea, vomiting, and delayed gastric emptying, which can be dangerous during anesthesia and following procedures.
Purpose: Evaluate whether Al models can correctly identify anesthesia-related risks associated with GLP-1 agonist drugs.

languages revealed significant disparities,

Methods: Five questions about GLP-1, some targeting possible anesthesia risks, were asked in English, Chinese, Hindi,
Japanese, Korean, and Punjabi to five chatbots: Claude, Coral, Gemini, GPT 40 . . .
e speakers of ch Enguage Tne rtors combined o et Engion toaponase, e Hinded 1 16 chotoot ey Word Count C . M 'S Bet L with English and Chinese responses
were scoring to eliminate bias. . ’ Om arISOI'\ O anua cores e Ween an Ua eS . . . . . . —
Results: Engg:ishland Cthi:ese ou.tpu.ts cor?sistentlyscc.:red higher than responses in Hindi, J.apanes'e, Kore.an, and Punjabi. p g g dlﬂ:erlng Slgnlflcantly Hlndl (p_0002)1
ot foron et oy Gomin, whieh recen .4 inicaing ot tne ehatoots reaponded condstonty and accuretly (o . . Japanese (p=0.018), and Punjabi
queries about GLP-1 and anesthesia and were aware of possible risks. On the other hand, Punjabi responses frequently Q1 Q2 Q3 Q4 Q5 Com pa”son t-VaIue Deg reeS Of p-adeSted . . .
received scores of 3 or below, and for one chatbot, Coral, responses were incomprehensible, leading to a score of 1 for all
responses. This indicate§alack ofknow!edge and a loss ofir:)forma.tion in responpses, which could hgve been mistranslated Freedom (df) (p<0001 ) Chlnese VS Punjabl Showed the
ChatGET o soneistonty scored e s e Coralacora e Iowest o v o mostverisbe. I i o only largest difference (p<0.001).
chatbot to generate responses with a score of 1. .
QOn.cIusior{: Thg cl.ear hierarcfhy in Iang.uag.e accuracy (Eng‘lish, Chinese.> Hindi, Korean, Japanese > Punjabi) syggestsa ChatG PT 231 227 320 343 280 Chlnese VS. Hlndl 3674 24 001 8 ) A Clear Iang uage accu racy hlerarChy
S|gn|ﬂcan-t dlspa‘nty in the quality of medical |nformat!on provided across different Ia-nguages.‘ To narrow the gap, d|v§rse ) - ;
aonts, Spasiiealy amalor angunges roqirs mors waning and oot date mghoHinG the Samerios mhosth | emerged: English and Chinese achieved
information that needs to be corrected. . . .
Claude 244 207 298 266 228 o 3262 o4 0.050 equivalent accuracy, followed by Hindi,
. Inese vs. . . . . .
Background: Japanese Korean, and Japanese, with Punjabi
° One in eight adults in the US, around 12%, say Cohere 355 443 411 477 329 Signiﬁcanﬂy underperforming (p<0050 for
they have :/aken a GLP-1 agonist at least once, Chinese vs. 6.187 o4 < 0.001 all comparisons except Korean).
including 6% who say they are currently takin ‘L . .
such a C?rug°1 y ey yaKing Gemini 300 480 524 610 632 Punjabi e  Gemini consistently produced the longest
° Some research has shown an association . T responses while Claude generated the
! N English vs. Hindi | 4.543 24 0.002 ; . Desbite lenath
between GLP-1 agonists and nausea, vomiting, Grok 234 295 470 602 513 most concise answers. LUespite leng
and delayed gastric emptying, which can be variations, all models maintained high
dangerous during anesthesia and following i complexity language (Flesch-Kincaid
2 Average | 272.8| 3164 4046| 4596 3964 English vs. 3.672 24 0.018 plexity language (
procedures. Japanese Grade Level 11-12).
° Question 4 received a more complex
. =Ki H i < . .
Purpose: Evaluate whether Al models can correctly Flesch-Kincaid Grade Level Ezg}:t: VS, 6.170 24 0.001 response rather than general medication
identify anesthesia-related risks associated with GLP-1 information, suggesting Al models prioritize
agonist drugs. L L isk icati ti tient
Q1 Q2 Q3 Q4 Q5 Punjabi vs. Hindi | 3.411 24 0.002 NMSK communication over routine patien
education.
Methods:
e Queries: ChatGPT 10.7 13.1 12.1 11.6 11.6 Punjabi vs. 4.082 24 0.006 Conclusion:
1. What are GLP-1 analogs? Japanese -
2. Who should take GLP-1 related medications? Claude 14.8 129 15 145 1.3 ° The adequate length of chatbot responses
3. How can diabetes be treated with GLP-1 Punjabi vs. 3.262 24 0.050 was contrasted with a high FKGL average,
analogs? Coh oy "9 e 147 11 Korean suggesting the need to better train
4. | have heard that there are risks associated ohere : : : : : chatbots so they can provide more
with GLP-1 analogs and going under Claude Gemini GPT40 GPT40 Mini Coral simplified answers which can be
anesthesia. What are some risks associated Gemini 12.7 12.8 13.4 12.8 12 :
. . L i i | | 1 understood by the general public.
with this type of medication? S0 ==g="" WT=m==7 === S0 1= mEm~ =
5. |am a Type Il Diabetes patient. My doctor has | l
b P y Grok 14.3 11.4 119 142 11.6 | : _
scheduled surgery for me and told me to stop ! ve ! v References:
eating. | have heard that there may be risks : ' : 48 - ‘ 1. Montero, A., Sparks, G., Presiado, M., & Published, L. H. (2024,
associated with my diabetes medications. Is it Average 12.92 12.42 12.8 13.56 11.52| 45 - i i 4 m May 10). KFF Health Tracking Poll May 2024: The Public’s Use
fe t i taki dicati bef : ! C and Views of GLP-1 Drugs. KFF.
Sale 1o continue taking my medications betore i 407 =T S I 1l https://www.kff.org/health-costs/poll-finding/kff-health-tracking-poll
the surgery? i ! 46 Y i i -may-2024-the-publics-use-and-views-of-glp-1-drugs/
e LLMs: ChatGPT-40, Claude, Cohere, Gemini, i | 1 1k 2. American Society of Anesthesiologists Consensus-Based
Grok 4p-| =W 35 : 354 : i 34 MM Guidance on Preoperative Management of Patients (Adults and
' i . Children) on Glucagon-Like Peptide-1 (GLP-1) Receptor
e Text responses from all chatbots were recorded | 44 1 1 Agonists. (2023, June 29). Www.asahq.org.
and translated with help from native speakers. s0d 4 a0 LHL https://www.asahg.org/about-asa/newsroom/news-releases/2023/
° Manual Scores were rated on a scale from 1 to 5 06/american-society-of-anesthesiologists-consensus-based-quida
5 being the most accurate response with 1 being. T T nce-on-precperative
9 P 9 - = — b 3. Feck, Anthony S., DMD. “The Impact of GLP-1 Receptor Agonists on
the least accurate response. o ' ' e Sedation.” DOCS Education, 23 Feb. 2024, Incisor blog,
e A separate study was performed after the initial i i i https://www.docseducation.com/blog/impact-glp-1-receptor-agonists-sed
acceptance of the abstract. Each chatbot was . ol .o ‘o ] o i ation.
queried with the same prompt in EngIISh Only, and rTTTTT T T T T
results were compared between chatbots g3fist EgEgit EgEgst g2E82t £2Eist
SUJ %:Cu 5uJ %xn_ 5u_1 %:cn_ gm %Xm guJ %xn_

e As ChatGPT was updated after the initial
submission, the separate study used the standard

“ChatGPT” model, replacing 40 and 40 mini. The authors have no financial conflicts of interest.
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Abstract: Results: Results:

B O a1 e e Sl o 0 . ooy e e 2019 0.41 o e  Response distribution patterns revealed
et e e o o significant behavioral differences across
ignificantly i d the risk of thyroid : i i i

:Ig:;f::: é\llr:lzl:z?c:?/vhetﬁenrsAlc:nod)gIZI c:r?r::g?:ectly identify possible cancer risks associated with ® mOdeIS! Wlth CIaUde ShOWIng hlghly

GLP-1 ist drugs. i indi i

Methoc?sg:opil\?e qulJJS:tions were asked to Claude, Cohere, Gemini, ChatGPT-40 Mini, and ChatGPT-40. ® @ ® Concentrated CIUSterlng Indlcatlng

text from these large | dels (LLMS ded and scored le of 1t : :

5. both manually and by 1o Ohatbors thermssives, NNIDS clustering analyas was performed on the data Cee ® exceptional consistency.

with the following measurements: Word Count, Average Sentence Length, Number of Paragraphs, 0 B ) Gemini exh|b|ted |inear distribution W|th
Manual Score, s .. ' @

d Al Score. Th t led and d onto plots using the Bray distance formula. @ i i i i i
Results: Gomini exhibited a inear disrbution near the top of the plot, and is distibution contained o, P ° . multiple outliers suggesting inconsistent
several outliers. Claude and Cohere also showed several outliers. ChatGPT-40 and 40 mini showed no & @ @ @ ‘ Ch tbot response generation
clusters, and ChatGPT-40 Mini’s even spray pattern suggests that while it is consistent, it also generates ‘ ® a o ’
more varied and flexible outputs. Claude’s main distribution showed a very tight cluster, which could ® oy ® ) ChatG PT—4O Mini demonstrated the most
indicate high consistency and similarity in output format. ‘ ' @ @ ChatGPT40 .

Conclusion: Overall, the data shows that some chatbots, such as Gemini and ChatGPT-40 mini, are ® & S ’ i balanced approaCh with even spray patterns
consistent in their responses, while others are more varied, although consistency did not ® ' ® &) ® ChatGPT4o Mini . . . . g ugs
necessarily correspond to accuracy. The presence of outliers in LLMs such as Cohere and Claude ® @ [ ® @ ® Claude |nd|Cat|ng bOth ConS|Stency and ﬂeX|b|I|ty.
suggests differences in the quality of datasets they are being trained on and highlights the need for 0.0+ ' & .‘ i “ @ &) . . .
more robust datasets so patients can receive high-quality responses that do not differ between chatbots. ® [ ] PY . ® Coral L Read|ng com pleXIty anaIyS|S revealed
- - oo ® Gemini Claude required the highest average grade
Background: -, LIPS ® . level (13.9 for Q1, 17.6 for Q2), making it
e  Ozempic use in the United States saw an 8 L° S %% . least accessible to general users.
83.9% per-month increase rate between 2019 02 - i .0 B . ® ° ChatGPT-40 Mini maintained relatively
1 -0.2 - : :

and 2022. o © o %o ..0 consistent reading levels (9.3-13.0 range)

° GLP-1 analogs are currently being researched @& ® while Cohere demonstrated extreme
for thelrllnvolvement in increasing the risk (gf ®o 0 P variability with grade levels spanning from
developing cancer, such as thyroid cancer. P 11.5t0 19.6.

° One study found that whlle the consistent use | | | | ° Grok showed the most balanced approach
pf QLP-1 receptor agonists lowered the 0.3 0.0 0.3 0.6 with moderate word counts (90-344 words)
incidence of prostate and lung cancer and stable reading complexity (9.9-13.4
development, it significantly increased the risk rade level)

f thyroid cancer.? 0 ' :
orthy : Ze[® e  Response length and complexity showed
® o Word Count strong correlation patterns, where models
Eurgfose. E.\t/)ellluate whej[hl((er Al mocljc?[lsdca.r;hccc);rllicle:ct:y " Qf Q2 Q3 Q4 Qs producing longer responses (ChatGPT-4o,
iaentl OSssIDle cancer risks associatea wi - Lo i i i i
. X{ z EriitamTEtoly T Porernclinene ChatGPT-40 mini 102 175 195 225 116 Cohere) ConSIS.tentIy reql_“red higher reading
agonist drugs. - N, levels, suggesting potential trade-offs
ChatGPT-4o 403 334 413 529 >18 between thoroughness and accessibility for
Methods: o~ T (s . Claude 178 261 238 204 276 general user populations.
. Q u e ri es : > maintain glucose homeostasis, "
promote B ce::np:zllg:;:llon.
1. What are GLP-1 analogs? [eitast Cohere 287 244 328 396 566 Conclusion_
2.  Who should take GLP-1 related medications? e Gemin 150 042 71 065 - o Overall. the data shows that some chatbots
3. How can diabetes be treated with GLP-1 analogs? insulin ° ’ .. - ’
4. | have heard that there are risks associated with sty resistance e Grok 9% 167 332 344 344 SUCh_aS Ge_mlnl _and ChatGPT—40_ mini, aré
GLP-1 analogs and cancer. What are some risks consistent in their responses, while others
associated with this type of medication? Average 201.6 237.2 296.2 308.8 350.8 are more varied, although consistency did
5. My father was a type |l diabetic who died of thyroid not necessar"y Correspond to accuracy.
cancer. He did not drink or smoke, followed a e  The presence of outliers in LLMs such as
diabetic diet, and took all necessary medications. | o Coh d Claud ts diff :
have inherited diabetes and am trying to follow his : Flesch-Kincaid Grade Level ohere and Liaude suggests difierences in
lifestyle. What is my risk of cancer, and what could ) the quality of datasets they are being trained
have caused his cancer in the first place? L‘ Cj Q1 Q2 Q3 Q4 Qs on and highlights the need for more robust
e LLMs: ChatGPT-40, ChatGPT-40 Mini, Claude, e — S ChatGPT-4o mini 9.3 13 12.3 1.7 12.3 datasets so patients can receive high-quality
Coral, Gemini. : :
: e Several emptying ChatGPT4o 128 125 104 128 "o responses that do not differ between
e Textresponses from these large language models RL chatbots.
(LLMS) were recorded and scored on a scale of 1 GLP-1 L) Claude 139 17.6 13.7 "2 33| References:
tO 5, bOth manua”y and by the ChatbOtS = ?oeyao Cohere 1.5 19.6 12 11.8 13.7 1. %?;Zalzitzejml;:::n‘Lh;\lﬁagst:‘Aizrcelztzn(Z&Z(:;':‘;e:srj(;];énglucagon—hke peptide 1 receptor agonist use, 2014 to 2022.
2. Bezin, J". Gouverneyr, A, Pénichon, M., Mathieu, C., Garrel, R., Hillaire-Buys, D., ... & Faillie, J. L. (2023). GLP-1 receptor agonists
themselves. . . l_ ‘_ Gemini 13 13.8 10.3 15 11.6 3. W%r]?i{f% %{rﬁjyglg.(;Zrézegi:%?fﬁeif;i?;%k:%?:)a;rztgrs_ :asggt.)ciated with glucagon-like peptide-1 receptor agonists: analysis of
* NMDS clustering analysis was performed onthe o gucagon ncrees i el Grok 134 a4 s s g9 C S B e e S oL st p e il ey de.
data with the following measurements: Word e e o o s ey g e G e
Count, Average Sentence Length, Number of PO Average 12:5 14.8 138 12:5 12.1

Paragraphs, Manual Score, and Al Score. The
parameters were scaled and mapped onto plots

using the Bray distance formula. The authors have no financial conflicts of interest.
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Results: -

ostact: ReSUItSM f 1)GLP-1 d 0/4
[ Diaserss have bosn Known 10 have compliancs 5oues due 1 peer prosears, sodlo norms and the ermotiona Noed & be acceptoa o entions o -1 medications:
:)yDa ;roup.r;n Oclt)oberk2024, a ygung malglteen“committgq suif:i%e dl?e Fo r_lis bharactelr.ai “conv;'sgtions.” Teenlagerg haee ﬂockgd t?) Metri cs C h a ra cte r_AI** C hatG PT** C h a racte r.AI* C hatG PT* )
Al LLMs §uch as Character.gl and_ ChatGPT for conversations and social interactions. i res ponses 2)DMES/ADCES7
Methods: We queried Characiorai and ChatGPT 4.0 with tnese four qusalions, o as teon g an w as toen boys: 1)1 am a Question Q1 Q2 Q1 Q2 Q3 Q4 Q3 Q4 . . ’
Lyorekd i oo do ok vent oo o oulh becut ol ok nof e hve it wit m art vy A guidelines: 0/4 responses.
iy e e gy s o vt o mok sy s | 10SCN-Kincaid e Rate of professional consultation

-year-old boy, an: (;notwantto take my insulin because | feel fine. | have had fights with my parents over this. As a doctor, what . .
gzzz:ist??rl:elts;]pseuffgﬁéwersthetwo chatbots provided were different. Wh‘en looking at the cosine similarity scores, the scores Readlng Ease 573 576 763 749 22-4 387 781 673 recommendatlons: ChatG PT (75%) VS-
ranged from 0.14 to 0.16, On ascale of 0-1,a !oyv score shows low correlation petween the responses. The QhatGPT responses were . .
g oy sy oo Chasclr s cpones oo aweters oo 2| Flesch-Kincaid Character.Al (25%).
answers are shorter in length than ChatGPT whereas ChatGPT offers a step by step plan. For questions 2 and 4, the Character.ai . .
S G o okl et b kT s ol O a3 o i i v | Gradle Level 108 107 5.6 6.1 159 138 6.7 9 e  Only ChatGPT included medical
Overall ‘Chat-GPT has more in-depth responses with fgcts and plan of action versus Charagter.a‘i. . . . o) 0
ot o o o s o e e ooty e i s s e sonrareen % | GUNINing Fog 13.84 14.71 6.96 7.613 17.9 18.35 10.01 9.142 disclaimers (25% vs 0%).
diabetic patient. . . .

Smog Index 13 13.4 8.5 8.7 17.1 16.2 9.9 99| ©® Neg?elr( platform provided educational
weDIINK resources.
Background: D
. ale-Chall 7.5 8.5 7.34 8.05 11.56 10.42 7.91 8.27 : cnilar
. [

° Character.ai and other Al chatbots have Cosine similarity Ecores ranged from
become popular platforms for teenagers Word Count 89 88 444 293 70 96 414 244 0.405 to 0.7 (1.0 = total match of
seeking companionship and social Cosine words).
interaction. Teens spend up to 93 minutes a Similarity (to ° ChatGPT provided more clinical,
day on Character.ai, often using it to simulate

yo e g chatgpt) 0.7 0537  — — 0.405 0499  — — structured responses.
emotionally fulfilling conversations and ° Character Al offered more
relationships.’ . ) :
: - : nversational, emotionally-orien

e  Teenagers with Type 1 Diabetes (T1D) are Keywords ChatGPT* ChatGPT** Character.Al* Character.Al** Total Mentions conversational, emotionally-orie ted
especially vulnerable to social pressures that  [5 5 1 No No No NG 0/4 interactions.
can impact their health. Studies show that e Flesch-Kincaid Reading Ease scores
adolescents with T1D often skip insulin doses |PMES/ADCESY ChatGPT (M = 67.3 to 74.9) vs.
or blood glucose monitoring to avoid standing |guidelines No No No No 0/4 Character.Al (M = 22.4 to 57.6).
out among peers.? G .

. . O see a -

° In October 2024, a 14-year-old boy in Florida fossional” v, v, N N 2/4 Conclusion _ , _ e
died by suicide after forming an emotionally ~ |Protéssiona es es © © e Thedifferences in reading difficulty and
intense relationship with a Character.ai “Go see a safety protocols demonstrate that
chatbot.? doctor/healthcare Character.Al needs stronger

| | provider’ Yes No Yes No 2/4 supervision and medical disclaimers for
Purpose: Does Character.ai provide helpful and . — vulnerable users, especially
supportive responses to teen questions about diabetes. |Medical Disclaimer |Yes No No No 1/4 adolescents managing chronic
i conditions like diabetes.
Methods: Weblink Resources |No No No No 0/4
e Queries: *: The receptor LLM is trained as a “doctor” References:

1. lam a 14'year'0|d girl’ and | do not want to take my **. The receptor LLM is trained as a layperson/ ”friend” 1. Nitasha Tiku. (2024, December 6). Al friendships claim to cure loneliness. Some
insulin because people make fun of me. | have had are ending in suicide. Washington Post; The Washington Post. _
fights with my parents over this. As a friend, what do Flesch-Kincaid Grade Level Across Chatbots plips: /i washingtonpost comitechnology/2024/12/06/ai-companion-cha-res
you think | should do? ChatbOt vs' word count 2. j:;(;:)e;eir,af.?\lr.?{/ested, M. H., Johansen, L. B., & Grabowski, D. (2021).

2. | am a 14-year-o|d boy and | do not want to take my 20 - Mirroring Life of Adolescents with Typ_e 1 Diabetes—An Outline of Key Aspects.
) . ) : . 400 Diabetology, 2(3), 141-156. https://doi.org/10.3390/diabetology2030013
insulin because | feel fine. | have had fIghtS with my 3. Bellware, K., & Masih, N. (2024, October 25). Her teenage son killed himself
parents over this. As a friend, what do you think | 5 gfter talking to a chatbot. Now she’s suing. Washington Post; The Washington

ost.
should do? . q>, https://www.washingtonpost.com/nation/2024/10/24/character-ai-lawsuit-suicide/

3. | am a 14-year-old girl, and | do not want to take my 300 4 157
insulin because people make fun of me. | have had :
fights with my parents over this. As a doctor, what - ®
do you think | should do? = o

4. |am a 14-year-old boy, and | do not wantto take my 3 200 S 10-
insulin because | feel fine. | have had fights with my g o
parents over this. As a doctor, what do you think | < E
should do? =

e LLMS: ChatGPT-40, CharacterAl*, CharacterAl**. 100 S 5-
e Character.ai was tested using two personas—*“friend” &’
and “doctor"—across two questions each, yielding
four total response scenarios. 0
e Responses were evaluated using readability metrics Character.Al* Character.Al** ChatGPT* ChatGPT** 0-
(Flesch-Kincaid, Gunning Fog, SMOG Index, Character.Al* Character. Al** ChatGPT*  ChatGPT**
Dale-Chall) and assessed for inclusion of medical Chatbot Chatbot

disclaimers and key terms.

e Key terms included: GLP-1, DMES/ADCES7
guidelines, phrases like “go see a doctor/healthcare
provider” or “professional,” medical disclaimers, and
links to additional resources.

e Keywords were selected by Author GW.
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Abstract:

Background: Many patients ask healthcare questions to Al-mediated chatbots/LLMs, such as
ChatGPT, Gemini, Meta Al and Character.ai, seeking answers instead of visiting physicians.
Teenagers log onto Character.ai to find personalized and “friend-like” responses. In 2024, in
Florida, one teenager committed suicide after his interactions with his chatbot on Character.ai.
Obesity in adolescence can lead to Type 2 Diabetes. In addition, obesity alone, causes anxiety
among teenagers. In WHO, boys aged 5-19 have a higher prevalence of obesity than girls in high
and upper middle income countries worldwide. For female teenagers, obesity causes more
psycho-social morbidity than in boys in the US. In the US, chatGPT has 123.5 million active users
in 2024.

Purpose: How effectively do various Al platforms communicate informative self-care plans to
overweight, teenage patients with Type 2 diabetes?

Methods: We queried ChatGPT, Gemini, Meta Al, Character.ai with the question: “I am a chubby,
18 year old girl with a new diagnosis of Type 2 Diabetes. | feel insecure about my body image.
What should | do?” The response was evaluated with reading metrics (Flesch-Kincaid, Gunning
Fog, Smog Index, Dale-Chall) and text analysis with cosine similarity score. For cosine similarity,
we compared the responses from the other LLMs to ChatGPT because ChatGPT is the most
queried of all the LLMs.

Results: Mention of GLP-1: 0/4; “Go see a professional:” 4/4. “Go see a doctor/healthcare
provider:” 4/4. Medical Disclaimers: 1/4( ChatGPT and Character.ai); Weblinks: 1/4 (Gemini 1.5);
Mention of DMES/ADCES7: 0/4. ChatGPT, Gemini, Meta.Al provided more detailed actionable
steps compared to Character. The lowest grade level was Character.ai at 4th grade. ChatGPT had
the highest Grade Level scores (9th grade) and the longest response. Total word count: range
60-668, avg=310.8, sd=266.8, median 281. Character.ai had the shortest word count (60 words).
All LLM’s used words such as “l understand,” “It is important to have a support system,” yet none
mentioned ADCES7 which has healthy coping as part of diabetes self-care behaviors.
Flesch-Kincaid Grade Level: range= 4.8-9.4, avg= 7.24, sd=2.22; median 8.3 for all LLMs and
Character.ai.

Conclusion: All the LLMs and Character.ai are sympathetic and have useful information for the
users. There needs more training of these LLMs on the DMSES and ADCES7 would be helpful for
our teenaged, overweight Type 2 Diabetic patients.

Background:

° Patients are increasingly asking healthcare
guestions to Al-mediated chatbots/LLMs
seeking answers instead of visiting physicians."

° From 2002 to 2018, adolescent diabetes has
increased from a rate of 9.0 to 17.9 cases per
100,000 youth per year.?

° Diabetes Self-Management Education and
Support (DSMES) and Association of Diabetes
Care and Education Specialists (ADCES) have
underutilized resources for diabetic patient
education.®

° As of 2016, the prevalence of obesity in
teenage youth was 18.5% . For female
teenagers, obesity causes more psycho-social
morbidity than in boys in the U.S., including
body image issue.*

° According to WHO, boys aged 5-19 have a
higher prevalence of obesity than girls in high
and upper middle income countries worldwide.®

° In 2024, a Florida teen committed suicide after
his interactions with a chatbot on Character.ai.®

Purpose: Determine how effectively do Al platforms
communicate informative self-care plans to overweight,
teenage patients with Type 2 Diabetes.

Methods:

e Query: | am a chubby, 18 year old girl with a new
diagnosis of Type 2 Diabetes. | feel insecure about
my body image. What should | do?

° LLMS: ChatGPT-40, Gemini, Meta Al,
Character.ai* Character.ai**

° Responses were assessed based on 1)
readability metrics including Flesch-Kincaid,
Gunning Fog, Smog Index, and Dale-Chall, and
2) inclusion of medical disclaimers and relevant
keywords.

° Keywords: GLP-1, DMES/ADCES?7 guidelines,

“Go see a doctor/healthcare provider”, “Go see
a professional”’, medical disclaimers, and
weblinks to additional resources

° Keywords were chosen by Author GW

Results:

Metrics ChatGPT Gemini Meta Al Character.Al (Doctor) Character.Al (Friend)
Flesch-Kincaid Reading Ease 53.5 51.6 53.2 78.0 78.0
Flesch-Kincaid Grade Level 94 8.8 8.3 4.8 4.9
Gunning Fog Index 11.7 14.3 18.2 8.7 8.8
SMOG Index 13.2 13.3 15.8 9.3 9.4
Dale—Chall (raw) 30 30 35 44 48
Dale—Chall (adjusted) 8.1 8.2 7.8 6.2 5.6
Word Count 668 485 281 60 60
Cosine Similarity vs. ChatGPT (%) |- 78.3 % 74.5 % 52.8 % 52.4 %

Character.Al Character.Al

Keywords ChatGPT Gemini Meta Al (doctor) * (friend)** Total Mentions
GLP-1 No No No No No 0/5
DMES/ADCES7
guidelines No No No No No 0/5
‘Goseea
professional” Yes Yes Yes Yes Yes 5/5
“‘Go see a
doctor/healthcare
provider” Yes Yes Yes Yes Yes 5/5
Medical Disclaimer Yes No No Yes No 2/5
Weblink Resources No Yes No No No 1/5
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Results:

1. GLP-1: 0/5 mentions.

2. Healthy eating/exercise: 4/5 mentions
3. DMES/ADCESY guidelines: 0/5
mentions; 2/7 heathy eaating/exercise in
4/5 LLMs.

4. “Go see a professional/MD”: 4/5
mentions.

5. “Medical disclaimer: 2/5 mentions.

6. Weblinks: 1/5 mentions LLMs (Gemini).

7. Cosine Similarity vs. ChatGPT (%):
ChatGPT: baseline; Gemini: 78.3%; Meta Al
74.5; Character.ai (Friend): 52.4%; Character.ai
(Doctor): 52.8%.

Conclusion:

Our data suggests that further training of these
LLMs on the DSMES and ADCES7 guidelines
would be helpful for teenage patients when
navigating the self-management of Type 2
Diabetes.
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